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Abstract: This paper introduces our recent research work
on the development of a scalable foveated visual informa-
tion coding and communication system, which follows two
emerging trends in visual communication research. One is
to design rate scalable image and video codecs, which allow
the extraction of coded visual information at continuously
varying bit rates from a single compressed bitstream. The
other is to incorporate human visual system models to im-
prove the state-of-the-art of image and video coding tech-
niques by better exploiting the properties of the intended
receiver. The central idea of the proposed system is to orga-
nize the encoded bitstream to provide the best decoded vi-
sual information at an arbitrary bit rate in terms of foveated
visual quality measurement. Such a scalable foveated vi-
sual information processing system has many potential ap-
plications in the field of visual communications. Signifi-
cant examples include network image browsing, network
videoconferencing, robust visual communication over noisy
channels, and visual communication over active networks.
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I. Introduction

It has been envisioned that network visual services, such
as network video broadcasting, video-on-demand, video-
conferencing and telemedicine, will become ubiquitous in
the twenty-first century. As a result, network visual com-
munication has become an active research area in recent
years. One of the most challenging problems for the devel-
opment of a visual communication system is that the avail-
able bandwidth of the networks is usually insufficient for
the delivery of the voluminous amount of the image and
video data. Designing a visual coding and communication
system is a complicated task. Depending on the application,
there are many issues related to the performance of the im-
age/video codecs, such as quality-compression performance
computational complexity, memory requirement, paralleliz-
ability, scalability, robustness, security and interactivity. Al-
though the image/video coding standards (e.g., JBIG, JPEG,
H.26X and MPEG) exhibit acceptable quality-compression
performance in many visual communication applications,
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Fig. 1. Bitstream scaling in rate scalable video communications.
Each bar represents the bitstream for one frame in the video se-
quence.

further improvements are desired and more features need
to be added, especially for some specific applications.

Recently, two interesting research trends have emerged
that are very promising and may lead to significantly im-
proved image/video codecs. The first trend is to develop
continuously rate scalable coding algorithms [1]–[3], which
allow the extraction of coded visual information at continu-
ously varying bit rates from a single compressed bitstream.
An example is shown in Fig. 1, where the original video
sequence is encoded with a rate scalable coder and the en-
coded bitstream is stored frame by frame. During the trans-
mission of the coded data on the network, we can scale,
or truncate, the bitstream at any place and send the most
important bits of the bitstream. The second research trend
is to incorporate Human Visual System (HVS) models into
the coding/communication system. It is well accepted that
perceived video quality does not correlate well with Peak
Signal-to-Noise Ratio (PSNR), which is still the most widely
used method for image/video quality evaluation. HVS char-
acteristics must be considered to provide better visual qual-
ity measurements [4], [5].

Our work stands at the intersection of the two promis-
ing research trends. Specifically, wavelet-based embedded
bitplane coding techniques are used for rate scalable cod-
ing. Further, we exploit the foveation feature of the HVS,
which refers to the fact that the HVS is a highly space-
variant system, where the spatial resolution is highest at the
point of fixation (foveation point) and decreases dramati-
cally with increasing eccentricity. By taking advantage of
this fact, considerable high frequency information redun-
dancy can be removed from the peripheral regions without
significant loss in the reconstructed image and video qual-



ity. An example of foveated image is shown in Fig. 4. If
attention is focused at the foveated region, then the foveated
and the original images have almost identical appearance
(depending on the viewing distance). The foveation factor
has been employed in previous work to improve image and
video coding efficiency [6]–[10]. However, most of the al-
gorithms used fixed foveation models. These methods lack
the flexibility to adapt to different foveation depths and are
not convenient to be implemented in a rate scalable man-
ner. Chang [11] proposed to develop a wavelet-based scal-
able foveated image compression and progressive transmis-
sion system. However, human visual characteristics were
not considered in depth, and no efficient coding algorithms
were implemented.

II. Foveated Scalable Image and Video
Coding Techniques

Psychophysical experiments have been conducted to mea-
sure the visual sensitivity as a function of spatial frequency
and retinal eccentricity [8]. Based on the contrast sensitiv-
ity model introduced in [8], we developed a new foveated
visual sensitivity model, which is the first foveation model
[12] that explicitly distinguishes two different foveation fac-
tors− the spatial variance of the visual contrast sensitivity
and the spatial variance of the local visual cut-off frequency.
The model is converted into the image pixel domain. In Fig.
2, we show the normalized contrast sensitivity as a function
of pixel position, where the image width is 512 pixels and
the viewing distance is 3 times of the image width. The cut-
off frequency as a function of pixel position is also given.
It can be observed that the cut-off frequency drops quickly
with increasing eccentricity and the contrast sensitivity de-
creases even faster. The foveation model is also converted
into the wavelet domain and then combined with a visual
importance model for wavelet coefficients [13]. A novel
structural distortion based image quality indexing approach
[14] is applied to the wavelet foveation model, leading to a
Foveated Wavelet Image Quality Index (FWQI) [5], [12].

The foveated visual model and its corresponding qual-
ity measure provide us with useful tools to develop and
optimize foveated image/video coding and communication
systems. Our research has been focused on combining the
foveation model with embedded bitplane coding techniques,
which are rate scalable and have achieved great success for
uniform resolution image/video coding [1]–[3]. The central
idea of our work is to organize the encoded bitstream to pro-
vide the best decoded visual information at an arbitrary bit
rate in terms of foveated visual quality measurement.

In [12], we proposed a scalable foveated wavelet im-
age coding algorithm termed Embedded Foveation Image
Coding (EFIC), which seamlessly combines foveation fil-
tering with foveated image compression and provides very
good coding performance in terms of foveated visual quality
measurement.

In [15], the scalable foveated coding method is extended
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Fig. 2. Normalized contrast sensitivity (Brightness indicates the
strength of contrast sensitivity) and cutoff frequency (white curve).

for video coding, resulting in a Foveation Scalable Video
Coding (FSVC) system. FSVC first divides the input video
sequence into Groups of Pictures (GOPs). Each GOP has
one intra-coding frame (I frame) at the beginning and the
rest are predictive coding frames (P frames). The general
framework of the FSVC encoding system is shown in Fig. 3.
The prototype of FSVC allows us to select multiple foveation
points. It also limits the search space of the foveation points
to save computation power. The FSVC framework is very
flexible such that different foveation point selection schemes
can be applied to a single framework because the best way
of foveation point(s) selection is highly application depen-
dant. We implemented the FSVC prototype in a specific ap-
plication environment, where an automated foveation point
selection scheme and an adaptive frame prediction algo-
rithm are employed as the key techniques.

The methods to choose foveation points for I frames and
P frames are different. For I frames, a skin color detection
and template matching based face detection technique [16]
is implemented to select foveation points in the face areas.
A different strategy is used for P frames, where we focus
on the regions in the current P frame that provide us with
new information from its previous frame, in which the pre-
diction errors are usually larger than other regions. The po-
tential problem of this method is that the face regions may
lose fixation. To solve this problem, we use an unequal er-
ror thresholding method to determine foveation regions in
P frames, where a much smaller prediction error threshold
value is used to capture the changes occurring in the face
regions [15]. In Fig. 5, we show 4 consecutive frames
in the “Silence” sequence and the corresponding selected
foveation points, in which the first frame is an I frame and
the rest are P frames.

In fixed rate motion compensation based video coding
algorithms, a common choice is to use the feedback decoded
previous frame as the reference frame for the prediction of
the current frame. This choice is infeasible for continuously
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Fig. 3. General framework of the FSVC encoding system.

scalable coding because the decoding bit rate may be dif-
ferent from the encoding bit rate and is unavailable to the
encoder. In [3], a low base rate is defined and the decoded
and motion compensated frame at the base rate is used as the
prediction. This solution avoids the significant error prop-
agation problems, but when the decoding bit rate is much
higher than the base rate, large prediction errors may occur
and the overall coding efficiency may be seriously affected.
We proposed a new solution to this problem [17], where the
original motion compensated frame and the base bit rate de-
coded and motion compensated frame are adaptively com-
bined using the foveation model. By using the new method,
error propagation becomes a small problem, while at the
same time, better frame prediction is achieved, which leads
to smaller prediction errors and better compression perfor-
mance. Fig. 5 shows the FSVC compression results of the
“Silence” sequence coded at 200 Kbits/sec.

III. Foveated Scalable Visual
Communications

The major purpose of the proposed scalable foveated visual
information processing system is to facilitate visual com-
munications over heterogeneous, time-varying, multi-user
and interactive networks, where variable bandwidth video
streams need to be created to meet different user require-
ments. The traditional solutions, such as layered video [18],
video transcoding [19], and simply repeated encoding, re-
quire more resources in terms of computation, storage space
and/or data management. More importantly, they lack the
flexibility to adapt to time-varying network conditions and
user requirements. By contrast, with a continuously rate
scalable codec, the data rate of the video being delivered
can exactly match the available bandwidth on the network.
The foveation technique provides useful tradeoff between
foveation depth, frame rate, and resolution. For example,
if the available bandwidth drops dramatically, a fixed data
rate coding system has to stop transmission. A uniform

resolution scalable coding system can still work properly
but might transmit unacceptable quality video to the client.
A foveation-based scalable coding system, however, may
still deliver useful information to the client, who might be
specifically interested in certain areas in the video frame
during each time period.

One direct application of the proposed system is net-
work image browsing. There are two significant examples.
In the first example, prior to using the encoding algorithm,
the foveation point(s) are predetermined. The coding sys-
tem then encodes the image with high bit-rate and high qual-
ity. One copy of the encoded bitstream is stored at the server
side. When the image is required by a client, the server
sends the bitstream to the client progressively. The client
can stop the transmission at any time once the reconstructed
image quality is satisfactory. In the second example, the
foveation point(s) are unknown to the server before trans-
mission. Instead of a fully encoded bitstream, a uniform
resolution coarse quality version of the image is precom-
puted and stored at the server side. The client first sees the
coarse version of the image and clicks on the point of inter-
est in that image. The selected point of interest is sent back
to the server and activates the scalable foveated encoding
algorithm. The encoded bitstream that has a foveation em-
phasis on the selected point of interest is then transmitted
progressively to the client.

Another application is network videoconferencing. Com-
pared with traditional videoconferencing systems, a foveated
system can deliver much lower data rate video streams since
much of the high frequency information redundancy can be
removed in the foveated encoding process. Interactive in-
formation such as the locations of the mouse, touch screen
and eyetracker can be sent back to the other side of the net-
work and used to define the foveation points. Face detec-
tion and tracking algorithm may also help to find and ad-
just the foveation points. Furthermore, in a highly heteroge-
neous network, the available bandwidth can change dramat-
ically between two end users. A fixed bit-rate video stream
would either be terminated suddenly (when the available
bandwidth drops below the fixed encoding bit-rate) or suf-
fer from the inefficient use of the bandwidth (when the fixed
bit-rate is lower than the available bandwidth). By contrast,
a rate scalable foveated videoconferencing system can deal
with these problems smoothly and efficiently.

The most commonly used methods for robust visual com-
munications on noisy channels are error resilience coding at
the source and channel encoders and error concealment pro-
cessing at the decoders [20]. Scalable foveated image and
video stream gives us the opportunity to do a better job by
taking advantage of its optimized ordering of visual infor-
mation in terms of HVS measurement. It has been shown
that significant improvement can be achieved by unequal er-
ror protection for scalable foveated image coding and com-
munications [21].

Active network is a hot research topic in recent years
[22]. It allows the customers to send not only static data but
also programs that are executable at the routers or switches



within the network. An active network becomes useful and
effective for visual communications only if an intelligent
scheme is employed to modify the visual contents being de-
livered in a smart and efficient way. The properties of scal-
able foveated image/video stream matches the features of
active networks very well because the bit rate of the video
stream can be adjusted according to the network conditions
monitored at certain routers/switches inside the network (in-
stead of at the sender side), and the feedback foveation in-
formation (points and depth) at the receiver side may also be
dealt with at the routers/switches. This may result in much
quicker responses that benefit real-time communications.

IV. Conclusions

We summarized our recent work on a scalable foveated vi-
sual information processing system and discussed its appli-
cations in network visual communications. In addition, it
also has many other potential applications such as knowl-
edge based video coding, multimedia signal processing and
communications, and scientific visualizations.
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Fig. 4. Left: original image; Right: foveated image.

Fig. 5. “Silence” sequence (left); selected foveation points (middle); and FSVC compression results at 200 Kbits/sec (right).


